
1 Matrix Multiplication

Consider a matrix A multiplies by B
A B = C
Then each column of C can be viewed as a linear combination of columns of A
with Bs column as coefficients. 1st col of C
= b11* 1st Col of A + b21* 2nd Col of A + + bn1* nth Col of A
=

(C1|C2|...|Cn)

= (A1|A2|...|An)(
b11 ...
b21 ...

)
Namely,

C1 = b11A1 + b21A2 + ...+ bn1An

C2 = b12A1 + b22A2 + ...+ bn2An

Then each row of C can be viewed as a linear combination of rows of B with
As row as coefficients. 1st row of C
= a11* 1st Row of B + a12* 2nd Row of B + + a1n* nth Row of B
= 

C1

C2

...
Cn

 =

(
a11 a12 ... a1n

... ... ... ...

)
B1

B2

...
Bn


Namely,

C1 = a11B1 + a21B2 + ...+ an1Bn

C2 = a12B1 + a22B2 + ...+ an2Bn

2 Determinant

a. Determinant definition:
1) Determinant

|A| =
∑
σ(πj)

a1j1a2j2 .anjn

2) Minors:
|A(i)(j)|: the submatrix by removing ith row and jth colomn
3) Cofactors: aij = (−1)i+j |A(i)(j)|
Adjugate matrix: adj(A) = (aij)

T
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b. Laplace expansion:

|A| =
n∑
i

aija(i)(j)

Property:
Aadj(A) = |A|I The off-diagonal elements are zero because it is the determinant

of matrix with the same two rows(or column). So A−1 = adj(A)
|A|

c. Diagonal expansion:
A matrix A+D where D is diagonal matrix with all same element d, then

|A+D| = |A|+
∑

i1,i2.in−1

|Ai1,,i2.in−1|d+ .+
∑
ij̄

|A(i,j)|dn−1 +
∑
i

ai,id
n−1dn

This is a polynomial of degree n in d, called characteristic polynomial.
d. Diagonal expansion example:
A matrix(n x n) has n in its diagonal and all other elements are 1.


n 1 1 . 1
1 n 1 . 1
1 1 n . 1

...
1 1 1 n

 =

 n− 1 0 0
0 n− 1 0
0 0 n− 1

 1 1 1 . 1
1 1 1 . 1
1 1 1 1



|A+D − λI| = n(n− 1− λ)(n−1)

+(n− 1− λ)n

= (n− 1− λ) ∗ (2n− 1− λ)

The first term is to choose n - 1 diagonal element in D, one element in A− λI ,
the second term is choose all diagonal element in D. All other permutations are
zero when we select two or more rows in A since it is a matrix with same rows.
e. Determinant of Matrix Product
If A and B are square matrix and conformable for multiplication, then |AB| =
|A||B|

3 Rank

a. Definition
The maximum number of linear dependent vectors(columns of rows) in a matrix
is the rank of matrix.
b. Basic fact
The maximum number of linear dependent rows is the row rank, and the max-
imum number of linear dependent columns is the column rank, they are equal.
See wiki for the proof
c. Basic properties
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1) rank(AB) ≤ min(rank(A), rank(B))
2) rank(A+B) ≤ rank(A) + rank(B)
3) rank(AB) ≥ rank(A) + rank(B) - n
4) rank(A) = r
PAQ = matrix( Ir 0)
d. Full Rank Factorization
A n *m matrix A with rank = r can be factored as product of two full rank
matrices. A = Ln∗r * Rr∗m where L is full column rank and R is of full row
rank
e. Existence of Left and right inverse
If A is n * m matrix with n¡m. Rank(A) = n. Then A has a right inverse. This
means a full row rank matrix has a right inverse. If A is n * m matrix with
m¡n. Rank(A) = m. Then A has a left inverse. This means a full column rank
matrix has a left inverse.
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